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Abstract:  

Visual servoing is a popular control strategy for soft continuum arms (SCA) which involves 
manipulating the arm using visual inputs. Robust visual servoing involves various challenges, such 
as precise feature extraction and obtaining accurate control models and sensors that estimate the shape 
of the arm (Rus et al. 2015). These challenges are amplified in cluttered, semi-structured, and 
unstructured environments. Another major challenge comes from difficulties in recreating real-world 
workspaces for training, testing, and experimentation. Hence, there is a need to develop simulation 
environments that mimic real-world settings for testing methods before taking them to the field.  

Our previous method of visual servoing on SCA used deep neural networks to estimate SCA's 3D 
position and orientation (Kamtikar et al. 2022). This method led to reliable reach-control of soft arms 
in structured, uncluttered environments. However, if we want to perform reach-control of soft arms 
in environments closer to agricultural field settings, we need to extend the workspace to include 
clutter.  

Reaching a target while avoiding or leveraging obstacles produces challenges such as determining 
the position targets and planning a path to reach the target while avoiding the obstacles. Our path 
planning method uses 3D reconstruction of scenes to determine the position of targets in the 
workspace. Simulation environments are useful to train and test the method before taking the SCA to 
the actual field. These simulation environments act as “digital twins” and need to be as realistic as 
possible to get accurate and precise testing scenarios.  

We propose implementing and using realistic simulation environments for robot learning tasks in 
agricultural settings. The rendered 2D RGB images obtained from the simulation environments are 
passed through a 3D reconstruction algorithm (Sarlin et al., 2019; Sarlin et al., 2020) to test their 
effectiveness in generating 3D point clouds. The obtained 3D point clouds are then utilized to 
determine the location of targets in the scene for path planning.  

Blender is a popular 3D computer graphics software used in many computer vision tasks (Cartucho 
et al., 2021; Zdziebkoet al., 2021). We created multiple realistic simulation environments using 
Blender that can be used for various robot learning tasks such as manipulation and navigation. Each 
environment consists of several obstacles and targets created using geometrical meshes. Multiple 
cameras in the workspace provide different viewpoint renderings of the environment.  

To create realistic environments, we considered multiple factors such as textures, lighting, shadows, 
the shape of the objects, etc. If the simulation environment is not realistic enough, the 3D 
reconstruction algorithm finds it challenging to identify key points owing to smooth textures, perfect 



symmetry, and no variation in the shapes of the objects. Each mesh was molded in unique ways with 
unique textures. Protrusions were added to objects, and their shapes were made less uniform to mimic 
real-life settings. These modified environments resulted in dense 3D point clouds representing the 
simulation environments. 

The 3D point clouds obtained were then used to get the targets' x,y, and z coordinates in the point 
cloud coordinate frame, PC. To get x,y, and z coordinates of points in real-world coordinate frame 
WC, we can apply a simple transformation:  
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The obtained target locations can then be reached using various path planning methods. While this 
work was limited to creating realistic simulation environments and obtaining target locations from 
3D point clouds, in future work, we would like to validate a path planning algorithm on SCA to reach 
a target in field settings.  
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